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\textbf{ABSTRACT}

High-throughput DNA sequencing-based approaches continue to revolutionise our understanding of microbial ecosystems, including those associated with fermented foods. Metagenomic and metatranscriptomic approaches are state-of-the-art biological profiling methods and are employed to investigate a wide variety of characteristics of microbial communities, such as taxonomic membership, gene content and the range and level at which these genes are expressed. Individual groups and consortia of researchers are utilising these approaches to produce increasingly large and complex datasets, representing vast populations of microorganisms. There is a corresponding requirement for the development and application of appropriate bioinformatic tools and pipelines to interpret this data. This review critically analyses the tools and pipelines that have been used or that could be applied to the analysis of metagenomic and metatranscriptomic data from fermented foods. In addition, we critically analyse a number of studies of fermented foods in which these tools have previously been applied, to highlight the insights that these approaches can provide.

\textbf{ARTICLE HISTORY}

Received 11 May 2022
Revised 11 August 2022
Accepted 28 September 2022
Published online 27 October 2022

\textbf{KEYWORDS}

High-throughput DNA sequencing; metagenomics; metatranscriptomics; bioinformatics; fermented foods

1. Introduction: microbiome research and its relevance to food

The growth and activities of microbial communities associated with food influence its biological state, for example by promoting preservation through fermentation or degradation by spoilage. Since ancient times, fermentation-associated microorganisms and human nutrition have been linked, with the earliest records dating back to 7000 BC. Fermentation of food is still a routinely practiced form of food production across the globe, producing culturally significant foods that are consumed daily by millions of people (Selhub et al. 2014). Fermented foods and beverages are classified by the International Scientific Association for Probiotics and Prebiotics (ISAPP) as “foods made through desired microbial growth and enzymatic conversions of food components” (Marco et al. 2021). These enzymatic processes cause significant changes in the properties of foods, including dairy, meat, fish, vegetable, fruit and cereal substrates (Kabak and Dobson 2011), providing a stabilising effect, while adding flavour, aroma and distinctive features to the foods (Marco et al. 2017).

Fermented foods have recently attracted renewed interest among Western consumers, particularly because of an enhanced appreciation of their associated health benefits. These health benefits are attributed to the food’s nutritional content, the fermenting microorganisms themselves and the by-products (postbiotics) of their metabolic activities. From a nutritional perspective, fermentation may remove some antinutrients such as allergens, and typically improves the micronutrient content of most foods by increasing the bioavailability of minerals and vitamins. Additionally, macronutrients such as carbohydrates and proteins may be more digestible following fermentation (Nout 2014; Şanlier et al. 2019). Some studies support the hypothesis that fermented foods host microbial species/strains with health-promoting functionality, using food as a transport matrix and thus improving health outcomes (Bove et al. 2013; Walsh et al. 2016; Marco et al. 2017).

By-products of fermentation have a significant effect on the sensory and nutritional properties of food (Chaves-López et al. 2014; Şanlier et al. 2019). Some of
these by-products, such as bioactive peptides and exopolysaccharides, have been associated with reduced occurrence of conditions such as diabetes, obesity, cardiovascular disease and hypertension (Martinez-Villaluenga et al. 2017; Nampoothiri et al. 2017). Despite evidence of the health benefits provided by some fermented foods, there is a lack of appropriately designed human trials to determine the effects of specific fermented foods on human health (Gille et al. 2018). Additionally, most health claims lack a sufficient mechanistic understanding, highlighting the need for further research to understand the methods by which fermented food microorganisms and/or their by-products might contribute to health, as well as the consumption level of the fermented food required for these health benefits to be conferred (Şanlier et al. 2019). Despite the need for more clinical studies, our understanding of the microbial components of fermented foods has progressed significantly with recent advances in culture-independent high-throughput sequencing approaches. The expanded use of shotgun metagenomics and metatranscriptomics to study a considerable variety of microbial environments has provided a deep insight into the microbial composition, functional potential and gene expression in foods (Cao et al. 2017).

2. Shotgun metagenomics

Whole metagenome shotgun sequencing (WMGS) provides an untargeted sequencing-based approach to assess metagenomic DNA from biological samples. Historically, culture-dependent approaches were used to characterise microbial communities associated with fermented foods. However, these methods are limited to culturable microorganisms, failing to provide insights for the yet to be cultured or difficult-to-culture microbes (Zepeda Mendoza et al. 2015). Such microbes can play significant roles in fermentation and prior to the introduction of high-throughput sequencing (HTS), few experimental applications existed to examine their physiology (Solden et al. 2016). For example, in Pu-erh tea, a fermented beverage typically containing an array of species corresponding to multiple genera, only a select number of microorganisms have been successfully cultured, namely Aspergillus sp. and Blastobotrys sp., due to difficulties in replicating the fermentation environment in laboratory settings (Abe et al. 2008; Tian et al. 2013). Most studies analysing the compositional structure of microbial communities to date have used targeted sequencing approaches such as 16S rDNA gene sequencing, as opposed to WMGS, with the routine utilisation of WMGS initially being impeded by the associated costs and computational challenges (Cao et al. 2017; De Filippis et al. 2017). Such issues continue to be a major consideration with respect to the application of WMGS for large-scale longitudinal studies (Hillmann et al. 2018). However, this is offset by the fact that WMGS sequencing offers several advantages.

Whole metagenome shotgun sequencing can provide both a functional and species level taxonomic profile of bacterial, viral, archaeal and eukaryotic taxa, and recover fragmented draft genomes and genes present in the microbial ecosystem. In comparison, amplicon sequencing typically achieves a genus-level compositional insight and provides little functional insight for bacterial, archaeal or eukaryotic taxa (depending on the target marker selected), and fails to detect viral members due to an absence of appropriate phylogenetic single marker sequences (Quince et al. 2017; Walsh et al. 2018; Beier et al. 2017). The strength of WMGS is highlighted when considering strain level phylogenetic reconstructions at the population level. Previously this was only possible through time-consuming sequencing of isolates, but several papers have reported that the adoption of WMGS can produce comparable results (Truong et al. 2017). Other key factors influencing the uptake of WMGS include further reductions in the cost of sequencing and the development of shallow shotgun metagenome sequencing (SSMS). Shallow shotgun metagenome sequencing provides an economic approach, by sequencing at a limited depth and has been demonstrated to produce comparable species and functional outputs to shotgun sequencing for a number of well-characterised and simulated human metagenomes (Hillmann et al. 2018).

2.1. Overview of bioinformatic approaches for metagenomic data

An ever-increasing array of bioinformatic tools, pipelines and databases are available for the interpretation of metagenomic datasets (Figures 1 and 2 and Table 1). The selection of these tools prior to experimentation is typically driven by the scientific question, sample type, properties of the tools and availability of reference databases (Figure 2). Before reviewing the bioinformatic tools available, a preliminary PubMed search was carried out using the query string "Algorithms [MESH Terms] OR Software [MESH Terms] AND High-Throughput Nucleotide Sequencing [MESH Terms] OR Metagenomics [MESH Terms] OR Metagenomics/methods [MESH Terms]" to acquire peer-reviewed research papers introducing novel and improved tools designed for the interpretation of metagenomic data. Records
Figure 1. Relative citation ratio scores for selected peer-reviewed research papers, introducing established metagenomic tools (2 years and older) with the highest influence on the research community. Peer-reviewed research papers were selected through a literature mining methodology and assessed using a citation analysis as described above. Peer-reviewed research papers discussed Bioinformatic tools with applications in
- Short read taxonomic classification,
- Short read functional classification,
- Metagenomic assembly,
- Metagenomic binning and
- Analysis of recovered genomes.
were assessed initially using title/abstract analysis, followed by full-text screening. Publications deemed appropriate were selected for citation analysis using the relative citation ratio (RCR) metric (Hutchins et al. 2016, 2019) as calculated by iCite (https://icite.od.nih.gov/). Through this analysis, a measure of the influence that established tools (2 years and older) had on the research community was obtained. 1–3 highly cited tools were selected per bioinformatic category, to demonstrate how underlying principles of bioinformatic tools (see below) are applied (Figure 1 and Table 1).

These bioinformatic tools facilitate the analysis of millions of sequences in parallel from a diverse range of metagenomes or can be designed specifically for a niche application, such as the pathogen profiling of metagenomes obtained from archaeological sites (Hübeler et al. 2019). Most tools employ heuristic approaches, due to the general complexity of metagenomic datasets. This data complexity arises due to the considerable volume of information that can be generated and the frequent need to integrate results obtained from multiple tools, which are often used in a non-standardised fashion (Tamames and Puente-Sánchez 2019). Most bioinformatic tools available for the interpretation of metagenomic data are tailored for short-read sequencing data, reflecting the widespread use of Illumina platforms within the research community (Figure 1 and Table 1). Whole metagenome shotgun sequencing tools can be broadly assigned to two distinct approaches, referred to as “read-based” and “assembly-based” approaches, which can be used separately or in parallel, depending on the study design.
Table 1. Source codes, synopsis, tutorial and basic characteristics of the reviewed bioinformatic tools. Basic characteristics include RCR citation (a measure of the influence that publications introducing tools have on the research community), advantages and disadvantages of the tool e.g. extent of documentation.

<table>
<thead>
<tr>
<th>Tool type</th>
<th>Source code</th>
<th>Synopsis</th>
<th>Reference</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Tutorial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-read approaches: Short read taxonomic classification</td>
<td>MetaPhlAn3 <a href="https://github.com/biobakery/MetaPhlAn/tree/3.0">https://github.com/biobakery/MetaPhlAn/tree/3.0</a></td>
<td>Short-read compositional tool that functions by aligning reads to an internal database of clade-specific and quasi marker genes through BLASTn (Altschul et al. 1990).</td>
<td>Beghini et al. 2021</td>
<td>Improves viral detection • Bypasses the need for modifications and error checking of the initial metagenomic dataset • Compatible with many other bioinformatics tools e.g. HUMAnN3 and StrainPhlAn • Low memory requirements • Can be applied to metatranscriptomic data</td>
<td>Poor fungal detection • Marker genes make up only a small proportion of a microbial genome</td>
<td><a href="https://github.com/biobakery/biobakery/wiki/metaphlan3">https://github.com/biobakery/biobakery/wiki/metaphlan3</a></td>
</tr>
<tr>
<td></td>
<td>Kraken2 <a href="https://github.com/DerrickWood/kraken2">https://github.com/DerrickWood/kraken2</a></td>
<td>Kraken2 is a taxonomic classification tool that uses k-mers to profile metagenomic reads or their translated protein sequences. The minimiser content of both k-mers contained in query sequences and Kraken's internal database are compared.</td>
<td>Wood et al. 2019</td>
<td>Highly customisable • Reports distinct minimiser count • Can be applied to metatranscriptomic data • Short run time</td>
<td>Prone to false positives from closely related genomes • High memory requirements • Additional steps required to acquire a community composition estimate</td>
<td><a href="https://github.com/DerrickWood/kraken2/wiki/Manual">https://github.com/DerrickWood/kraken2/wiki/Manual</a></td>
</tr>
<tr>
<td></td>
<td>HUMAnN3 <a href="http://huttenhower.sph.harvard.edu/humann">http://huttenhower.sph.harvard.edu/humann</a></td>
<td>HUMAnN3 queries metagenomic and metatranscriptomic datasets using a multi-search phase methodology. Initially, reads are aligned against a customised pan-genome database of functionally annotated genes, built from the taxonomic identifications of MetaPhlAn3. Unmapped reads are translated and queried against a selectable protein database through DIAMOND by default.</td>
<td>Beghini et al. 2021</td>
<td>Ability to assign functional features to contributing species • Up-to-date sequence database • Bypasses the need for modifications and error checking of the initial metagenomic dataset • Highly customisable</td>
<td>Long run-time • UniRef gene families often lack annotations</td>
<td><a href="https://github.com/biobakery/biobakery/wiki/humann3">https://github.com/biobakery/biobakery/wiki/humann3</a></td>
</tr>
<tr>
<td></td>
<td>SUPER-FOCUS <a href="https://edwards.sdsu.edu/SUPERFOCUS">https://edwards.sdsu.edu/SUPERFOCUS</a></td>
<td>Prior to functional analysis users may use FOCUS to acquire a taxonomic profile which directs the construction of a greatly reduced customised seed database, containing functionally related protein families found in the identified taxa. Functional profiling is achieved by querying</td>
<td>Silva et al. 2016</td>
<td>Simple and easy to use command line functions • Ability to assign functional features to contributing species • Tiered classification system</td>
<td>Limited documentation</td>
<td><a href="https://github.com/metageni/SUPERFOCUS">https://github.com/metageni/SUPERFOCUS</a></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Tool type</th>
<th>Source code</th>
<th>Synopsis</th>
<th>Reference</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Tutorial</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GhostKOALA</strong></td>
<td><a href="http://www.kegg.jp/ghostkoala/">www.kegg.jp/ghostkoala/</a></td>
<td>KEGG Web service, annotations (K numbers) are assigned to genes within a metagenome through alignment to the non-redundant GENES database.</td>
<td>Kanehisa et al. 2016</td>
<td>• Does not require command line interfaces to function • Provides high level overviews in visual format</td>
<td>• Limited data upload hinders its application in large metagenomics applications</td>
<td><a href="https://www.kegg.jp/blastkoala/help_ghostkoala.html">https://www.kegg.jp/blastkoala/help_ghostkoala.html</a></td>
</tr>
<tr>
<td><strong>MEGAHIT</strong></td>
<td><a href="https://github.com/ngs-docs/2017-cicese-metagenomics/blob/master/assemble-metaspades.md">https://github.com/ngs-docs/2017-cicese-metagenomics/blob/master/assemble-metaspades.md</a></td>
<td>MEGAHIT shares the same multiple k-mer strategy as the IDBA assemblers to build a succinct de Bruijn graph, a memory efficient version of a de Bruijn graph. To further improve the memory requirements of MEGAHIT, low abundance k-mers are excluded from the graph. Despite the removal of low abundance k-mers, METAHIT implements a mercy-k-mer strategy.</td>
<td>Li D et al. 2016</td>
<td>• Produces large assemblies</td>
<td>• Prone to misassemblies</td>
<td><a href="https://github.com/voutcn/megahit">https://github.com/voutcn/megahit</a> <a href="https://www.hadriengourle.com/tutorials/meta_assembly/">https://www.hadriengourle.com/tutorials/meta_assembly/</a></td>
</tr>
<tr>
<td><strong>MetaBinning</strong></td>
<td><a href="https://bitbucket.org/berkeleylab/metabat/src/master/">https://bitbucket.org/berkeleylab/metabat/src/master/</a></td>
<td>MetaBAT utilises a clustering algorithm based on empirically derived statistics specific for each contig pair. Statistics include the TNF distance probability (TDP) and abundance distance probability (ADP), which are used to form</td>
<td>Kang et al. 2019</td>
<td>• Optimal performance compared to MaxBin2 and CONCOCT (Uritskiy et al. 2018)</td>
<td>• Poor performance when assembling similar genomes</td>
<td><a href="https://www.hadriengourle.com/tutorials/meta_assembly/">https://www.hadriengourle.com/tutorials/meta_assembly/</a>; <a href="https://denbi-metagenomics-workshop.readthedocs.io/en/latest/binning/metabat.html">https://denbi-metagenomics-workshop.readthedocs.io/en/latest/binning/metabat.html</a></td>
</tr>
</tbody>
</table>

(continued)
Table 1. Continued.

<table>
<thead>
<tr>
<th>Tool type</th>
<th>Source code</th>
<th>Synopsis</th>
<th>Reference</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Tutorial</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONCOCT</td>
<td><a href="https://github.com/">https://github.com/</a></td>
<td>CONCOCT is a binning tool that groups contigs based on their k-mer frequency and abundances. Clustering of contigs is performed using a mixture of Gaussian distribution supplemented with a variational Bayesian approximation that identifies the optimal OTU number.</td>
<td>Alneberg et al. 2014</td>
<td>• Produces lower number of assemblies compared to other tools such as MetaBat2 and MaxBin2 • Poor performance when assembling similar genomes</td>
<td></td>
<td><a href="https://metagenomics-workshop.readthedocs.io/en/stable/binning/concoct.html">https://metagenomics-workshop.readthedocs.io/en/stable/binning/concoct.html</a></td>
</tr>
<tr>
<td>MaxBin2</td>
<td><a href="https://sourceforge.net/projects/maxbin2/">https://sourceforge.net/projects/maxbin2/</a></td>
<td>MaxBin2 uses TNFs and abundance profiles to bin assembled contigs into draft genomes. Clustering is performed by an expectation-maximization algorithm, which assigns scaffolds to their respective bins based on median values of single-copy marker genes and probabilities scores.</td>
<td>Wu YW et al. 2016</td>
<td>• Incorporates single-copy marker genes to distinguish similar genomes • Difficulties in reporting the number of genomes estimated in high complexity datasets due to the application of single-copy marker genes.</td>
<td></td>
<td><a href="http://hpc.ilri.cgiar.org/maxbin2-software">http://hpc.ilri.cgiar.org/maxbin2-software</a></td>
</tr>
<tr>
<td>Downstream analysis of MAGs</td>
<td></td>
<td>Prokka relies on established prediction tools and databases to perform genome annotation. Prediction based tools such as Prodigal compare genome queries against reference genomes at the nucleotide level. Gene annotation is performed by a translated search against multiple databases in a hierarchical fashion.</td>
<td>Seemann 2014</td>
<td>• Suitable for use on a standard laptop computer • Fast run time • Customisable</td>
<td></td>
<td><a href="https://github.com/tseemann/prokka">https://github.com/tseemann/prokka</a></td>
</tr>
<tr>
<td>Prokka</td>
<td><a href="https://github.com/tseemann/prokka/invoking-prokka">https://github.com/tseemann/prokka/invoking-prokka</a></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CheckM</td>
<td><a href="http://ecogenomics.github.io/CheckM/">http://ecogenomics.github.io/CheckM/</a></td>
<td>Estimates quality of bacterial (meta)genomic assemblies using a hidden Markov model. Completion and contamination are determined based on frequency of marker genes and duplicate marker genes, respectively. Strain heterogeneity is informed by the differences in amino acid content between the identified marker genes.</td>
<td>Parks et al. 2015</td>
<td>• Limited application in eukaryotes due to the absence of eukaryotic sequences in the CheckM reference database. • Low error rate due to the usage of lineage-specific marker genes</td>
<td></td>
<td><a href="https://github.com/Ecogenomics/CheckM/wiki">https://github.com/Ecogenomics/CheckM/wiki</a></td>
</tr>
<tr>
<td>Downstream analysis of MAGs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tool type</td>
<td>Source code</td>
<td>Synopsis</td>
<td>Reference</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Tutorial</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>IMG/M</td>
<td><a href="https://img.jgi.doe.gov/cgi-bin/m/main.cgi">https://img.jgi.doe.gov/cgi-bin/m/main.cgi</a></td>
<td>IMG/M uses multiple prediction tools such as Prodigal (Hyatt et al. 2010) to detect gene CDSs within MAGs and other unique features. Predicted CDS genes are concatenated and, depending on the depth of coverage information, an estimated measure of gene copies in scaffolds/contigs can be obtained. During functional annotation, the CDSs are subject to separate assignment steps.</td>
<td>Chen et al. 2020</td>
<td>• Exponential growth of the gene number</td>
<td>• Does not require command line interfaces to function • Identification of novel biosynthetic gene clusters (BGCs)</td>
<td><a href="https://img.jgi.doe.gov/submit/doc/IMGSubmissionUserGuide.pdf">https://img.jgi.doe.gov/submit/doc/IMGSubmissionUserGuide.pdf</a></td>
</tr>
<tr>
<td>Genome scale metabolic models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CarveMe</td>
<td><a href="https://github.com/cdanielmachado/carveme">https://github.com/cdanielmachado/carveme</a></td>
<td>CarveMe introduces an automated top down approach to genome scale metabolic modelling. A high quality reference model is used as a template and tailored towards the organism of interest. Genome annotations are used to inform the removal of features from the template models, e.g. biological pathways predicted to be absent in the input organism.</td>
<td>Machado et al. 2018</td>
<td>• Identification of minimal communities • Identification of key species • Predictions can be influenced by providing experimental data during the data input stage • Simple and easy to use command line functions</td>
<td></td>
<td><a href="https://carveme.readthedocs.io/en/latest/usage.html">https://carveme.readthedocs.io/en/latest/usage.html</a></td>
</tr>
<tr>
<td>Metage2Metabo</td>
<td><a href="https://github.com/AuReMe/metage2metabo">https://github.com/AuReMe/metage2metabo</a></td>
<td>Input annotations of genomes/metagenomes are processed by Pathway Tools (Karp et al. 2016) to construct a GEM (Genome Scale Metabolic Model). The GEM is then examined using a network expansion algorithm, which iteratively tracks the relationship between successive reactions, and metabolites including those produced through reactions, ceasing when the metabolites present can no longer fulfil the requirements for all potential pathways.</td>
<td>Belcour et al. 2020</td>
<td>• Reports taxa cooperation potential • Creation of minimal communities • Identification of key species</td>
<td></td>
<td><a href="https://metage2metabo.readthedocs.io/en/latest/">https://metage2metabo.readthedocs.io/en/latest/</a></td>
</tr>
<tr>
<td>Tool type</td>
<td>Source code</td>
<td>Synopsis</td>
<td>Reference</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Tutorial</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------</td>
<td>----------------------------------------------------------------------------------------------------------------</td>
<td>------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>VirSorter2</td>
<td><a href="https://github.com/simroux/VirSorter">https://github.com/simroux/VirSorter</a></td>
<td>Input reads are initially screened to detect reads of a circular nature. Quality inspected sequences with 2 or more predicted ORFs are aligned to reference sequences in the PFAM and RefSeqABVir or Viromes databases, respectively. All annotated sequences are added into 5 separate groupings and their gene content is assessed using a sliding window plot. Each grouping provides a quantitative measure for each sequence of one of the following features, presence of viral hallmark genes, enrichment of viral-like or non-Caudovirales genes, uncategorised and short-reads, as well as depletions in PFAM associated genes and strand switching. These preselected features allow for the identification of both viral-specific, viral-like and non-viral features in a sequence.</td>
<td>Guo et al. 2021</td>
<td>• Prone to false positive results&lt;br&gt;• High CPU usage&lt;br&gt;• Additional tools required for downstream metagenomic analyses</td>
<td>• Identification of rare viruses&lt;br&gt;• Output is compatible with the (meta)genome annotation tool- DRAMv</td>
<td><a href="https://www.protocols.io/view/getting-started-with-virsorter2-bhdij24e?version_warning=no&amp;step=5">https://www.protocols.io/view/getting-started-with-virsorter2-bhdij24e?version_warning=no&amp;step=5</a></td>
</tr>
<tr>
<td>VirFinder</td>
<td><a href="https://github.com/jessieren/VirFinder">https://github.com/jessieren/VirFinder</a></td>
<td>VirFinder employs a k-mer-based machine learning approach to identify viral sequences in metagenomic data. VirFinder identifies the number of k-tuple word counts per sequence. A logistic regression model with lasso regularisation predicts a confidence value between 0 and 1 based on the k-tuple word frequencies, where 0 indicates the sequence is not likely of viral origin and 1 suggests the query is likely of viral origin.</td>
<td>Ren et al. 2017</td>
<td>• Additional tools required for downstream metagenomic analysis&lt;br&gt;• Prone to false positive results due to an absence of Eukaryotic sequences in VirFinder’s training datasets.</td>
<td>• Improved prediction accuracy compared to alignment-based techniques and is more likely to characterise shorter sequences and those lacking reference genomes&lt;br&gt;• Low CPU usage&lt;br&gt;• Quick run-time</td>
<td><a href="https://jessieren.github.io/VirFinder/">https://jessieren.github.io/VirFinder/</a></td>
</tr>
<tr>
<td>Tool type</td>
<td>Source code</td>
<td>Synopsis</td>
<td>Reference</td>
<td>Advantages</td>
<td>Disadvantages</td>
<td>Tutorial</td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td>----------</td>
<td>-----------</td>
<td>------------</td>
<td>---------------</td>
<td>----------</td>
</tr>
<tr>
<td>Strain level analysis</td>
<td>PanPhlAn3</td>
<td>PanPhlAn was designed to identify strains, and their gene content. Initially metagenomic reads are aligned against a reference species level pangenome. Gene family coverage is used to compute species unique gene presence/absence profiles. Abundant gene families of similar coverage are grouped together and are assumed to be from the same genome.</td>
<td>Beghini et al. 2021</td>
<td>● Functional insight</td>
<td>● Reduced strain detection compared to StrainPhlAn</td>
<td><a href="https://github.com/SegataLab/panphlan/wiki/Home_3_0">https://github.com/SegataLab/panphlan/wiki/Home_3_0</a></td>
</tr>
<tr>
<td>Antimicrobial resistance</td>
<td>ARG-ANNOT</td>
<td>Employs a local alignment-methodology to predict and identify AR features in bacteria. Features include existing, emerging, and putative ARGs, as well as chromosomal point mutations associated with an AR phenotype.</td>
<td>Gupta et al. 2014</td>
<td>● Detection is limited to known ARG sequences</td>
<td>● Prone to false negative results</td>
<td><a href="https://www.mediterranee-infection.com/wp-content/uploads/2019/03/arg-annot-tutorials_doc.pdf">https://www.mediterranee-infection.com/wp-content/uploads/2019/03/arg-annot-tutorials_doc.pdf</a></td>
</tr>
<tr>
<td>DeepARG</td>
<td><a href="https://bitbucket.org/gusphdproj/deeparg-ss/src/master/">https://bitbucket.org/gusphdproj/deeparg-ss/src/master/</a></td>
<td>deepARG-LS and deepARG-SS are deep learning prediction models used to detect AR features. Both models map inputs to ARG categories based on a series of transfer and softmax activator functions which propagate through neurons (CPUs) in hidden layers of the models, to calculate the associated probability of relevant features.</td>
<td>Arango-Argoty et al. 2018</td>
<td>● Influenced by the quality of reference databases</td>
<td>● Increased sensitivity</td>
<td><a href="https://bench.cs.vt.edu/deeparg">https://bench.cs.vt.edu/deeparg</a></td>
</tr>
</tbody>
</table>
Many of the “read-based” and “assembly-based” tools (Figure 1 and Table 1), while tailored to the complexity of metagenomics data can serve dual purposes and be applied to Metatranscriptional data. Caution is advised when considering the dual application of such tools, as many have not been sufficiently tested for their efficacy in classifying Metatranscriptional data (Shakya et al. 2019). For a detailed review of bioinformatic tools applied to Metatranscriptional data please see (Shakya et al. 2019).

2.2. Short-read approaches

Short-read tools profile microbial communities at the compositional and functional level (Figure 1). Short-read taxonomic classification tools function by aligning or mapping sequences to informative subsections of meta(genomic) data, e.g. taxon specific genes and k-mer features (short strings of DNA sequences). The short read taxonomic tool MetaPhlAn3 (metagenomic phylogenetic analysis 3) (Beghini et al. 2021) functions by aligning reads to an internal database of clade-specific and quasi marker genes through BLASTn (Altschul et al. 1990). Quasi markers expand the scope of analysis by aligning reads to an internal database of clade-specific and quasi marker genes through BLASTn (Altschul et al. 1990). Metagenomic assembly tools employ different algorithms to address the caveats of assembling microbial communities. Such caveats include uneven sequencing depth and coverage, sequencing errors, repeat structures and strain mixtures, all of which contribute to the development of error prone and fragmented contigs (Nurk et al. 2017; Ayling et al. 2020). The extension of the IDBA algorithms IDBA-UD (Peng et al. 2012) is used to assemble de novo paired-end reads of uneven coverage, and accounts for errors in metagenomic data through multiple approaches. Approaches include a flexible cut-off value for removing erroneous contigs that is determined by the sequence depth of adjacent contigs. Errors are further

2.3. Metagenome assembly-based approaches

2.3.1. Metagenomic assembly

Assembly methods merge the consecutive k-mer content of metagenomic reads, based on their overlapping sequence similarity, into single contiguous sequences (contigs) of the shortest possible length. Assembly is performed to simplify data analysis processes, such as homology-based searches, as a single read contains limited information. A commonly used metagenomic assembly technique is global assembly, which attempts to construct all the genomes present within a sample (Ayling et al. 2020). Most popular metagenomic assemblers construct De Bruijn graphs (Pevzner et al. 2001) and are tailored to assemble short-reads (Figure 1 and Table 1), failing to reproduce the same results with longer reads, e.g. all IDBA (iterative de Bruijn graph assembler) methods available incorporate the stepwise use of increasing k-mer values to build a de Bruijn graph (Peng et al. 2012).

Metagenomic assembly tools employ different algorithmic approaches to address the caveats of assembling microbial communities. Such caveats include uneven sequencing depth and coverage, sequencing errors, repeat structures and strain mixtures, all of which contribute to the development of error prone and fragmented contigs (Nurk et al. 2017; Ayling et al. 2020). The extension of the IDBA algorithms IDBA-UD (Peng et al. 2012) is used to assemble de novo paired-end reads of uneven coverage, and accounts for errors in metagenomic data through multiple approaches. Approaches include a flexible cut-off value for removing erroneous contigs that is determined by the sequence depth of adjacent contigs. Errors are further
removed via contig alignment. Low depth repeat patterns are resolved using the dual ends of paired reads. Paired-end reads that are unaligned on one end but are uniquely aligned to contigs of high confidence are identified and grouped. Local assembly is then performed on the unaligned end to resolve repeat structures (Peng et al. 2012). MetaSPAdes (Nurk et al. 2017) attempts to reconstruct species level consensus sequences using coverage information, extending the sequence based on the highest coverage values of approaching edges (k-mers). Furthermore, coverage ratios of all adjacent edges are examined. Those of a low coverage ratio are detached from their source vertex (k-1-mers), but the information is retained to enable the construction of strain contigs. MetaSPAdes then uses these strain contigs to influence its prediction of hypothetical reads, using them to resolve repeat structures (Nurk et al. 2017).

2.3.2. Metagenomic binning

The assembly methods discussed above typically achieve contig-level resolution only, because of multiple limiting factors. These factors include repetitive genomic sequences, strain level variation, sequencing errors and low coverage of sequences due to technological limitations, all of which contribute to fragmentation after the assembly process. Fragmented contigs that fall short of chromosome level resolution are often insufficient representations of microbial populations, and can hamper insights into the physiology of microbial communities (Chen et al. 2020). Thus, additional bioinformatic tools such as binners (Figure 1 and Table 1) are required to further profile the informational content of reads (Alneberg et al. 2014). Metagenomic binning involves classifying reads and/or contigs of interest into separate groups referred to as OTU’s (operational taxonomic units), e.g. genera or species-level clusters. Binning methods are typically used to recover Metagenomic-Assembled Genomes (MAGs), which are fragmented draft genomes that can be used for a diverse range of analyses, including taxonomic assessment that extends to unknown species, and functional comparisons/associations. Binning algorithms are separated into two stages, i.e. read extraction and assignment. Reads/contigs are typically extracted based on similarity in sequence composition/features, e.g. oligonucleotide frequency and abundance profiles, all of which display taxon specific patterns (Sedlar et al. 2017). A typical method to assess oligonucleotide frequency is to determine the tetra-nucleotide frequency (TNF) content of reads, which is employed in metagenomics assemblers such as MetaBAT (Metagenome Binning with Abundance and Tetra-nucleotide frequencies) (Kang et al. 2015) and MetaBAT2 (Kang et al. 2019). Tetra-nucleotide frequency is the frequency at which a set of unique k-mers, four base pairs in length, e.g. AGTC, appear in the reads to be binned. Tetra-nucleotide frequencies provide an insight into phylogeny as closely related genomes can often contain a similar TNF content (Pride et al. 2003).

CONCOCT (Alneberg et al. 2014) is a binning tool that groups contigs based on their abundances and k-mer frequency. Fragmented contigs form two vectors, referred to as the coverage vector and the composition vector. The coverage vector is the amount of reads that are available for a given base in the genomic sequence, while the composition vector is a concatenation of k-mer frequencies of any selected length and their respective complement (Alneberg et al. 2014). As described previously, the extraction strategies used by binning tools rely on multiple parameters. While most tools share similar extraction strategies, the algorithms employed at the assignment stage distinguish the binning tools (Sedlar et al. 2017). Supervised and unsupervised binning methods are examples of widely used assignment techniques in metagenomics. Supervised methods compare reads or contigs to reference databases and their accuracy is influenced by the completeness of the respective database. Unsupervised methods use machine learning algorithms to bin reads or contigs based on abundance profiles or sequence composition (Wu YW et al. 2016; Wang et al. 2019). MaxBin 2 (Wu YW et al. 2016) performs binning using an expectation-maximization algorithm, which assigns scaffolds to their respective bins based on median values of single-copy marker genes and probabilities scores (Wu YW et al. 2016). Genome binning can be performed before or after assembly and, regardless of the stage, it improves downstream analysis by providing more information from sequencing reads, which can be summed to calculate a taxonomic profile.

2.3.3. Downstream analysis of MAGs

The application of genome binning methods often results in the construction of MAGs with varying levels of completion and contamination. These metrics are often not provided by the binning tool and other downstream analysis tools such as CheckM (Parks et al. 2015) must be applied. CheckM examines the single-copy genes including duplicates of MAGs to determine their number. Completion is reported based on the number of single-copy genes compared to the expected number and contamination is determined by
the percentage of duplicates (Parks et al. 2015). Good quality MAGs represent composite genomes containing the majority of the total gene content of a representative species (Imelfort et al. 2014; Kang et al. 2015). GOLD (Genomes Online Database) contains 18,945 MAGs (April 2022), but this is only a fraction of the total of >200,000 MAGs that are publicly available (Asnicar et al. 2020). High quality MAGs are close approximations of individual genomes and provide a comprehensive data source for applications such as comparative genomics (Mukherjee et al. 2019) and reference data (Olm et al. 2021). Analysis of MAGs is the final step in assembly-based workflows and the beginning of biology-based analysis. Phylogenetic placement involves surveying the gene content of MAGs to detect taxonomically informative marker genes (Asnicar et al. 2020). GTDB-Tk (Chaumeil et al. 2019) initially classifies the domain of MAGs by comparing the gene content of MAGs predicted using Prodigal (Prokaryotic Dynamic Programming Genefinding Algorithm) (Hyatt et al. 2010) to a reference set of bacterial and 122 archaeal marker genes using HMMER (Eddy 2011). The domain with the highest number of marker genes is chosen and the reference marker gene sets are aligned again using HMMER. The output of this pipeline is a concatenated MSA used for phylogenetic placement by pplacer (Matsen et al. 2010; Chaumeil et al. 2019).

Annotation of MAGs typically involves identifying all coding genes of a MAG and deducing their possible biological function through alignment with functionally annotated reference sequences and or translated homology searches. Multiple web servers and standalone tools exist specifically for the analysis of MAGs (Dong and Strous 2019). Prokka (Seemann 2014) relies on established prediction tools and databases to perform genome annotation. Prediction-based tools such as Prodigal compare genome queries against reference genomes at the nucleotide level (Hyatt et al. 2010). Through this search, Prokka can acquire positional information about contig bound features, i.e. coding sequences (CDS), and acquire their protein output. Gene annotation is performed by a translated search against multiple databases in a hierarchical fashion. The following databases are queried sequentially, a user selectable database of annotated proteins (optional), UniProt (Apweiler et al. 2004), RefSeq, Pfam (Punta et al. 2012) and other hidden Markov model databases. Genomic features in question are assigned an identity by the first accurate match between the query sequence and one of the mentioned databases, if a match occurs further searches are not performed (Seemann 2014).

2.4. Advantages and disadvantages of the short read and assembly-based approaches

Current bioinformatic approaches fail to achieve 100% accuracy and have several limitations and flaws that are difficult to address. Given the general short-read nature of WMGS, short read-based approaches commonly utilise sequence similarity and alignment length criteria separately or in parallel, which can determine if reads are evenly distributed across a reference genome/marker gene or are recruited to uninformative subsections of the genome, and represent a false positive result. Such requirements ensure accuracy and limit the quantity of false positives but restrict the sensitivity of the tool and as such only features of high confidence are identified. Given this, short read -based approaches excel at identifying well documented and highly conserved features such as ARGs but are limited when profiling novel features sharing little resemblance to those contained in reference databases (Menzel et al. 2015; Sunagawa et al. 2015). For example, it was noted that the short-read marker gene-based classification tool MetaPhlAn2 failed to accurately profile metagenomic reads belonging to the Brettanomyces genus due to a complete absence of Brettanomyces reference marker genes in MetaPhlAn2. Reference availability remains an issue in the updated versions of the tool (April 2022) (Verce et al. 2019). Furthermore, marker genes make up only a small proportion of a microbial genome and as such have limited profiling capabilities if a species is present at low abundance compared to host and environmental DNA (Hübner et al. 2019). Similar issues are also reported for short-read k-mer-based approaches, which can only compare query sequences to known k-mers of a reference database. K-mer-based approaches such as Kraken2 are prone to false positive results generated by closely related genomes with similar k-mer content to true identifications (Wood et al. 2019).

Assembly-based approaches achieve more satisfactory results when profiling novel environments, allowing for the construction of unclassified composite genomes. Assembly-based approaches are useful for the analysis of viral metagenomes (viromes), in particular viral prophage, which are dominated by poorly annotated sequences with few reference genomes available (54,352 in the Genomes – NCBI Datasets, April 2022 and Figure 2) (Aggarwala et al. 2017). Nonetheless, assembly-based approaches produce incomplete draft genomes containing contaminated sequences that hinder downstream binning applications. Constructed assemblies are further limited by sample type, strain-level diversity, population
heterogeneity, sequence repeats and a requirement for an average 100-fold coverage difference, compared to short-read approaches to detect low abundance species (Prosser 2015; Boyd et al. 2018). These limitations cause inconsistencies in results, which vary according to the tool used and restrict comparisons between studies. Machine learning allows for moderate constraints in cut off values, increasing the sensitivity of such tools. However, the implementation of machine learning classifiers is hampered by the availability of suitable features, e.g. most reference AR data is derived from clinical bacterial isolates and represent a poor database for training machine learning methods (Wallace et al. 2017).

Assembly-based approaches can often only produce complete genomes for the most dominant species, producing low resolution fragmented assemblies for lower abundant microbial taxa and fail to capture all the functional diversity of a microbiota; which would require the assembly and functional annotation of hundreds or thousands of microorganisms in complex communities such as the ocean. While capturing a complete functional and compositional profile of a complex environment can be a computationally challenging process, certain studies may wish to focus on certain aspects of an environment, such as the reconstruction of cholesterol-lowering genes, in such cases a targeted assembly-based approach may be employed guided by a reference database (Guo et al. 2019) (Table 2).

2.5. Specialised bioinformatics tools

Most bioinformatic tools available report on a broad range of taxonomic and or functional features detected in a metagenome (Figure 1 and Table 1), which often meet the needs of the researcher. However, in some cases, the research question is too specific and specialised bioinformatic tools are required to interpret the data. The proliferation of genomic and molecular information (Figure 2) enables the profiling of more specific compositional and functional features, which have been restricted in the past due to a lack of appropriate databases that can unify curated data, sequencing coverage requirements and appropriate algorithms. For example, the profiling of functional features such as carbohydrate-active enzymes, requires databases that reflect the bio-curation efforts of researchers (Zhang H et al. 2018). Such specialised bioinformatic tools are becoming available and a number of assembly-based and short read approaches can be used to predict specific compositional elements and/or functional traits such as predominate strains, viral and or pathogenic taxa and antibiotic resistance genes (ARGs). Other specialised tools exist to profile functional features, such as bacteriocin and CRISPR-Cas systems, which were not included in this review, but are often included in pipelines designed for the downstream analysis of MAGs (Almeida and De Martinis 2019).

2.5.1. Strain level analysis

Strain profiling represents the pinnacle of metagenomics analysis. A comprehensive understanding of strain variants is needed to address ambiguities arising from substantial genetic variation that strains of the same species can possess (Segata 2018). For example, different strains of Escherichia coli have vastly different impacts on host health, with some strains displaying beneficial probiotic properties and others being classified as pathogenic (Leimbach et al. 2013). Ambiguities with respect to species-level resolution impact insights at the functional level and can prevent association with different host/microbial phenotypes, limiting the application of metagenomics in clinical and environmental settings. Several tools are available for profiling microbial communities at higher genomic resolution and represent a mixture of short read and assembly-based approaches.

Available tools attempt to introduce methods that can overcome the challenges imposed by genetic variation within a population, e.g. data complexities arising from the presence of multiple polymorphic sites at varying frequencies in genes/genomes. Tools often distinguish between strains using compositional features for whole genomes or marker genes, such as single-nucleotide variants (SNVs), overall similarity to strain-reference genomes or shared gene composition (Van Rossum et al. 2020). StrainPhlAn (Beghini et al. 2021) examines the nucleotide differences of consensus marker genes obtained using MetaPhlAn3 (Truong et al. 2015), while PanPhlAn3 (pangenome-based phylogenomic analysis) (Beghini et al. 2021) utilises gene family coverage information to compute species unique gene presence/absence profiles. Abundant gene families of similar coverage are grouped together and are assumed to be from the same genome. Comparisons of gene presence/absence between reference genomes and reference strains allow for the identification of novel or existing strains, and their genetic repertoire, which is used to infer functionality (Scholz et al. 2016; Beghini et al. 2021).

2.5.2. Viral detection

Viruses that use microorganisms as hosts for viral replication are universally present in biomes, including
fermented foods (Hendrix 2002; Zahn and Halter 2018). In such environments, viruses can interact with residential microbes, contributing to lytic infections and horizontal gene transfer, influencing their composition and genetic makeup, respectively (Weinbauer and Rassoulzadegan 2004). Changes driven by viruses can pose a distinct threat to the production of certain fermented foods, which rely on the viability and functionality of the microorganisms involved. Viruses can influence the overall functionality of the fermenting ecosystem, affecting the sensory and safety properties of the final product (Garneau and Moineau 2011; Fernández et al. 2017). Despite the recognised importance of bacteriophages (phage, i.e. viruses that target bacteria) in microbial ecosystems, further research into phage biology, diversity, and interactions is needed to mitigate the negative impact that phage may have in these environments. Viral discovery has increased rapidly in recent years due to technological advancements in genomics and metagenomics (Figure 2).

Metagenomic datasets capture viral sequences contained in actively infected cells and their genomes, as well as those located outside of the cellular environment, and as such represent a unique opportunity to investigate phage biology, diversity, and interactions with host microorganisms (Ren et al. 2017; Roux 2019). However, despite the widespread acceptance of the utility of viral metagenomics, robust bioinformatic tools are still needed to address the complexity associated with viral profiling that arises due to the intra-species genetic diversity, short size, and absence of marker sequences in viral features (Roux et al. 2017). Virfinder (Ren et al. 2017) employs a k-mer-based machine learning approach to identify viral sequences in metagenomic data. Viruses often contain similarities in their k-mer profile to other viral sequences and its host, compared to non-host species. By employing a k-mer-based approach, the tool benefits from improved prediction accuracy, compared to alignment-based techniques and is more likely to characterise shorter sequences and those lacking reference genomes. VirSorter (Guo et al. 2021) is designed to detect viral elements in high-throughput sequencing datasets using an iterative process. VirSorter examines input sequences using a sliding window plot providing a quantitative measure for each sequence of one of the following features; presence of viral hallmark genes, enrichment of viral-like or non-Caudovirales genes, uncategorised and short-reads, as well as deletions in PFAM-associated genes and strand switching. These preselected features allow for the identification of both viral-specific, viral-like and non-viral features in metagenomics data that are leveraged.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Description</th>
<th>Limitations</th>
<th>Advantages</th>
</tr>
</thead>
</table>
| Short read-based                 | • Short-read taxonomic classification tools function by aligning or mapping sequences to informative subsections of metagenomic data. Tools evaluate coverage breadth and depth to determine if reads are evenly distributed across a reference genome/marker gene or are recruited to uninformative subsections of the genome, and represent a false positive result. Such classification methods rely on fast lookup algorithms to handle the enormous data sets generated by next-generation sequencing. | • Requires reference data for classification  
• Limited applications when profiling novel features  
• Limited application in viral metagenomics due to an absence of a universal barcode gene | • Enables the profiling a wide variety of bacteria, eukaryotes and some viruses  
• Robust analysis of the abundant microbial features in a microbiome  
• Compositional and functional profiles of the microbiome, where each feature is described in terms of relative abundance  
• Lower resource requirements |
| Metagenome assembly-based        | • Assembly methods merge the consecutive k-mer content of metagenomic reads, based on their overlapping sequence similarity, into single contiguous sequences (contigs) of the shortest possible length. Metagenomic assembly methods can reconstruct large sections of the genomes of some species in a microbial community, if the sequencing depth is sufficient.  | • Requires high read count  
• Computationally challenging  
• Produces fragmented draft genomes  
• Incomplete picture of the compositional and functional diversity of a microbiome  
• Software is only available for Linux systems | • Construction of unclassified composite genomes  
• Provides reference material including viruses to genomic databases  
• In-depth functional genome analyses, including the construction of genome scale metabolic models |

Details include the limitations and advantages of both approaches.
in downstream probability calculations (Roux et al. 2015).

2.5.3. Antimicrobial resistance

Antimicrobial resistance (AMR) refers to genetic adaptations in microorganisms that confer resilience to an antimicrobial agent. Adaptations commonly occur by horizontal gene transfer or chromosomal mutation, and their incidence rate is heavily influenced by antibiotic exposure (Gillings and Stokes 2012; Blair et al. 2015). The widespread distribution of ARGs, existing AMR mechanisms to all known treatments and limited availability of novel antibiotics poses a threat to public health and medical practices, for example by impacting the safety of surgical procedures (Blair et al. 2015; Macesic et al. 2017). Many factors have contributed to the spread of AMR, such as excessive antibiotic usage, limited antibiotic discovery pipelines and ineffective detection methods which prevent appropriate treatments (Ventola 2015; Brown and Wright 2016). Current detection methods such as antimicrobial susceptibility testing (AST) and PCR, are laborious, time-consuming and fail to capture the complete resistome (the entire AMR gene collection of a metagenome) (Satlin et al. 2016; Guitor et al. 2019). Metagenomics represents a potential culture-free surveillance and monitoring application, allowing for the in silico detection and profiling of AMR mechanisms present in a resistome. Additionally, metagenomics enables comparisons of resistomes within and between different target populations, revealing patterns of transmission (Berglund et al. 2019). However, it should be noted that the presence of a putative AMR gene does not always correspond with resistance and the corollary is also true as resistance may be conferred by a gene not already assigned as a resistance determinant.

Most bioinformatic approaches examining AMR elements in environmental samples use alignment-based search tools such as BLAST and Bowtie2 to compare raw reads or predicted open reading frames (ORFs) from assemblies against existing ARG databases, which are subsequently assigned an annotation from the “best hits” obtained. Several reference databases such as CARD (Comprehensive Antibiotic Resistance Database) (Alcock et al. 2019), ARDB (Liu B and Pop 2008) and ResFinder (Zankari et al. 2012) are commonly used for such alignments. ARG-ANNOT (Antibiotic Resistance Gene-ANNOTation) (Gupta et al. 2014) is an example of a bioinformatic tool that employs a local alignment-methodology to predict and identify AR features in bacteria (Gupta et al. 2014). Machine-learning algorithms provide an alternative approach to detect AR elements by training a prediction model on a complex dataset. The dataset provides a representative sample of similarity distributions found in nature of features in ARG reference databases. DeepARGdeepARG-LS and deepARG-SS (Arango-Argoty et al. 2018) are deep learning prediction models used to detect AR features in raw reads and predicted genes, respectively, from metagenomic data. Both models were created using a machine learning methodology. Models were trained and evaluated using a distance distribution. The distribution represents sequence similarity values between hypothetical ARGs provided by UNIPROT and known ARGs taken from the ARGminer, CARD, ARDB, UniProt and SARG databases (Arango-Argoty et al. 2018).

2.5.4. Genome scale metabolic models

Functional profiling tools have been discussed, which predict metabolic genes/pathways present in a MAG (Figure 1 and Table 1). Such tools provide a description of metabolic features, but in isolation cannot provide a complete understanding of the phenotypic properties of the studied organism. Such genome assessments can however inform the creation of genome-scale metabolic models (GEMs). These GEMs are mathematical constructs that predict, for the organism studied, the relationship between metabolic genes, enzymes, metabolites and metabolic reactions, storing the metabolic features, set of reactions between them and the association biomass equations in separate metrics (Zhang C and Hua 2016). GEMs provide a representation of the metabolic capabilities that the organism may be capable of based on their repertoire of metabolic genes and/or experimentally obtained information. Such knowledge can advance culturing approaches by providing insights into the supplemented nutrients required by an organism to sustain growth in different substrates/mediums. GEMs can further highlight knowledge gaps in the metabolism of the species in question (Lieven et al. 2020). Organism-specific GEMs can be combined with other GEMs recovered from the same environment and expanded to community level models to provide insights into cross feeding and/or nutrient competition between members of the same community (Zomorrodi and Maranas 2012; Zeleznjak et al. 2015). The construction of high quality GEMs can be a laborious process requiring extensive manual curation, including reviewing each metabolic gene, metabolite and pathway association, which is further complicated by the diverse functional roles of enzymes that can take part in multiple reactions, or alternatively the requirement of multiple enzymes in certain reactions and missing reactions (Cuevas et al.
Missing reactions are often addressed by gap filling, which involves inferring missing reactions based on the metabolites present in the metabolic network (Karlsen et al. 2018). The manual curation step has in the past been reported to take up to two years to complete (Theile and Palsson 2010). A number of steps are available that can help to automate the construction of GEMs, such as high-throughput literature mining and comparisons to reference templates housed in repositories such as BioModels (Li C et al. 2010) and BiGG (Norsigian et al. 2019). A number of bioinformatic tools are available for the automated construction of GEMs that can be scaled to metagenomic applications (Mendoza et al. 2019), such as CarveMe (Machado et al. 2018) and Metage2Metabo (Belcour et al. 2020). CarveMe introduces an automated top-down approach to genome scale metabolic modelling. A high quality reference model is used as a template and tailored towards the organism of interest through genome annotations, which are used to inform the removal of features from the template models (Machado et al. 2018).

2.6. Limitations of current comparative performance methods for bioinformatic tools

As described above, a range of tools can be used and combined to profile a metagenome, all of which employ different reference sources and classification algorithms, contributing to performance differences. Walsh et al. (2018) reported that short read bioinformatic approaches can have a statistically significant impact on the results of taxonomic and functional profiling, highlighting the importance of questioning and validating when possible the choice of bioinformatic tools (Walsh et al. 2018).

While bioinformatic tools and algorithms are rapidly improving, it is often difficult to identify which tools are optimal for specific applications due to the fast pace development of these tools, the absence of a uniform evaluation strategy and an appropriate comparison model, such as a real metagenomic dataset derived from multiple sample types (Dong and Strous 2019; Wang et al. 2019; Meyer et al. 2021). Most published studies introducing novel or improved bioinformatic tools implement comparative performance methods for the assessment of the proposed tool against other established bioinformatic tools. Such studies employ a diverse range of evaluation techniques, performance metrics and sample datasets preventing the generation of uniform results that can be compared across studies (Sczyrba et al. 2017).

In 2014, the critical assessment of metagenome interpretation (CAMI) was proposed that, through collaboration with the metagenomic community, was intended to develop uniform and reproducible datasets, standards, and strategies for the evaluation of bioinformatic applications (McHardy et al. 2014). A number of bioinformatic tools have been developed through the CAMI initiative to evaluate the performance of short-read (Meyer et al. 2019), assembly (Mikheenko et al. 2016) and binning (Meyer et al. 2018) tools applied to metagenomic data. These tools rely on simulated shotgun metagenomic datasets generated using the metagenomic simulator CAMISIM (Fritz et al. 2019). Through CAMISIM, users can create custom made synthetic microbial communities built from input genomes or taxonomic profiles or recreate existing benchmark datasets for the evaluation of different bioinformatic tools. However, the lack of a detailed user manual hinders the applicability of the former approach. Users can apply these stimulated datasets to the tools, reviewed extensively in Meyer et al. (2021) to identify tools with optimal performance for the benchmarked dataset. An alternative approach is to sequence DNA mixtures of known origin. Such an approach allows for technical variation and biases introduced during data generation and is particularly suitable for the simpler microbial communities found in fermented food (Meyer et al. 2021).

Recent publications (Sczyrba et al. 2017; Meyer et al. 2018; Fritz et al. 2019; Meyer et al. 2019; Ye et al. 2019) utilised the CAMI benchmarking platform to evaluate the performance of bioinformatic tools used in metagenomic analysis. Unfortunately, these publications failed to account for either parameter settings or variability in sample type, and assessed only a select number of established tools (Murovec et al. 2019).

Whole metagenome shotgun sequencing-based profiling is a relatively novel field with many improvements still needed, such as the need for advancements in tools supporting long read and hybrid sequencing. Currently, the key problem faced by bioinformatic analysis is the availability of reference data (Figure 2), the selection and integration of multiple tools and parameter settings for optimal classification accuracy and recall. The utilisation of multiple tools of the same category, or the development of tools that use integrated results from different bioinformatic applications as input data. e.g. BinSanity (Graham et al. 2017) MetaMeta (Piro et al. 2017), MetaWRAP (Uritskiy et al. 2018) and bioBakery workflows (McIver et al. 2017) may help improve the accuracy of analysis (Walsh et al. 2018).
3. Applications of bioinformatic approaches to fermented food microbiomes

3.1. Research into the fermentation process

Many fermentation processes are uncharacterised or not fully understood and, as a result, the primary application of bioinformatics tools is often to enhance knowledge about these systems. Studies employing these tools will typically report on population composition at the genus or species level including putative new species and, occasionally, will reach strain level resolution (Figure 3). To date, compositional profiles of many fermented foods have been acquired through bioinformatic analysis of kefir, kimchi, wine, beer, meat, and cocoa metagenomic datasets (Jung et al. 2011; Bellon et al. 2015; Flores et al. 2015; Meersman et al. 2015; Walsh et al. 2016; Verce et al. 2019). Through functional analysis, it is possible to detect and profile potential functional and metabolic features present in the fermentation process and assign them to a contributing species (Beier et al. 2017). Many studies are applying metagenomics tools beyond their feature profiles to better understand diverse aspects of fermented food microbiomes such as uncovering the functional features driving co-occurrence and succession patterns. Here we refer to a subset of studies as examples of the novel insights that bioinformatic tools and pipelines can provide into fermented food microbiomes (Figure 3).

3.2. Community structure and dynamics

Firstly, we discuss a representative case study that highlights the results that can be expected from applying both short-read and assembly-based approaches to examine a fermentation ecosystem. Through a combination of short-read alignment and assembly-based approaches Verce et al. 2019, examined the microbiota of water kefir at 24 and 72 h of fermentation. Multiple short-read compositional tools and databases were used in combination to produce a taxonomic profile. The tools Kraken, BLASTn, BLASTx, Kaiju (Menzel et al. 2016) and metagenomic recruitment plotting were used to perform compositional classification using a k-mer or alignment strategy, while MetaPhlAn3, rRNA selector (Lee et al. 2011) and ITSx (Bengtsson-Palme et al. 2013) facilitated classification using a marker

Figure 3. Conceptual overview of the primary steps, outputs and applications associated with the application of read-based and assembly-based approaches to fermented food metagenomic data. Figure was produced using BioRender (BioRender, 2021) https://biorender.com/
genes strategy. Each tool varied slightly in taxa assignment, providing differing species level results but agreeing at the genus level detecting *Lactobacillus*, *Oenococcus*, *Bifidobacterium*, *Saccharomyces* and *Brettanomyces* as the dominant bacteria and yeast genera. Metagenomic recruitment plotting was the preferred compositional approach to further profile the microbial community to the species level, resulting in the identification of a novel *Oenococcus* species, *Candidatus Oenococcus aquikefiri*. In addition, assembly-based methods were employed to acquire water kefir-based MAGs, including the novel species *Candidatus O. aquikefiri*. The workflow involved contig assembly using MEGAHIT (Li D et al. 2016), followed by annotation using Prokka, which informed further annotation by HMMER using various databases specific for carbohydrate-active enzymes. Binning was carried out by CONCOCT, and the resulting contigs were mapped using BWA-MEM (Li H 2013) to reference genomes, selected by the results of short-read taxonomic profiling. The genes identified were linked to roles in amino acid, vitamin, and cofactor biosynthesis and were further assigned to their taxonomic source. For example, genes for glycerol biosynthesis were located on assembled contigs of the species *Saccharomyces cerevisiae*. Identified genes were also linked to metabolites with roles in carbohydrate, pyruvate, citrate, and malate metabolism. For example, the protein-coding genes known to encode for glycerol kinase and glycerol-3-phosphate dehydrogenase were located on contigs of the species *Lactobacillus*, indicating their potential to use glycerol as part of their metabolism and suggesting a possible interaction with *S. cerevisiae* (Verce et al. 2019). Overall, the interpretations made from the bioinformatic methods applied in this study advance knowledge into the microbial taxa that can be found in water kefir, their functional contributions to the fermentation ecosystem and suggested the potential of interspecies interactions during the fermentation process.

### 3.2.1. Microbial succession

It is difficult to characterise the microbial ecosystems associated with a fermentation process using a single fermented sample due to the occurrence of temporal changes. Shifts in the abundance, diversity and functionality of microbial communities often occur along the fermentation process. Bioinformatic tools in combination with a longitudinal study design involving the profiling of samples representing different time points of a fermentation, can provide insights into how microbial communities change and adapt over the fermentation period. Such shifts in community structure are referred to as microbial succession (Wolfe et al. 2014). Bioinformatic tools have been used in this manner in a number of publications focussing on the fermented foods kefir, soy sauce and cheese rinds to name a few (Sulaiman et al. 2014; Wolfe et al. 2014; Walsh et al. 2016). Walsh et al. 2016; Verce et al. 2019 identified a clear pattern of microbial succession in kefir throughout the 24-h fermentation period using the taxonomic profiling tools, Kraken and MetaPhlAn2. At 8 h, *Lactobacillus kefiranofaciens* was the dominant microbial resident in kefir, but as the fermentation progressed its proportions decreased and the relative abundance of *Leuconostoc mesenteroides* increased considerably becoming the dominant bacterial resident at 24 h. Further investigation using the functional profiling tool HUMAnN2, revealed the presence of aromatic amino acid biosynthesis genes in *Leuc. mesenteroides* and their absence in *L. kefiranofaciens*, suggesting a potential mechanism driving microbial succession (Walsh et al. 2016). Insights into microbial succession are particularly important to assess the distribution of inoculated species and strains throughout fermentation. Bertuzzi et al. 2018 profiled microbial communities associated with surface ripened cheese and their corresponding smear cultures using the taxonomic profiling tool, Kaiju and strain profiling tool PanPhlAn and performed functional analysis via Super-focus. Through this bioinformatic workflow they identified patterns of microbial succession in two distinct surface ripened cheeses at the species level, which were further profiled to provide insights into the strain level distributions. Such analysis revealed the present/absence of inoculated smear cultures strains during the ripening process (Bertuzzi et al. 2018).

### 3.2.2. Core feature detection

Bioinformatic analysis of metagenomics datasets derived from a fermented sample at different time points as opposed to a single representative sample can reveal core functions present throughout the fermentation process. Sulaiman et al. (2014) used metagnome assembly-based approaches, specifically CLC Genomic Workbench to assemble contigs from metagenomic reads, derived from different stages of fermentation from zero to 6 months. Prodigal and AUGUSTUS (Stanke and Morgenstern 2005) were used to predict ORFs from prokaryotic and eukaryotic contigs respectively. Contigs were used as references to map unassembled reads, to determine gene abundance values. Predicted genes were then functionally classified using the KEGG classification workflow provided by MEGAN (Beier et al. 2017). Through this bioinformatic approach,
they observed core functional features, in soy sauce fermentation that were consistently recovered after 6 months of fermentation (Sulaiman et al. 2014).

### 3.2.3. Evaluate the effectiveness of laboratory-based techniques specific for fermented foods

Bioinformatic tools can be used to assess and compare certain laboratory-based techniques. Dugat-Bony et al. (2020) evaluated the effectiveness of four viral extraction methods designed specifically for cheese environments. Viral DNA extracted from treated samples of Epoisses cheese, and vesicle DNA were selected for WMGS-based analysis. Sequence reads were processed by a global assembly-based approach, using SPAdes (Bankevich et al. 2012) to produce contigs from paired-end reads. VirSorter compared quality assessed contigs against the Viromes database and a catalogue of non-redundant genes predicted from viral metagenomes, identifying contigs likely to be of viral origin. A subset of the contigs were selected based on sequence coverage, viral origin, and circular characteristics, with contigs matching one or more of the selection criteria included in the finished contig dataset. The final contig dataset represents the first Epoisses cheese surface virome acquired for a cheese environment. Contigs were characterised using PHASTER (Arndt et al. 2016) and an alignment-based approach involving Blast searches which queried contig sequences against all nucleotide and viral specific information contained in the NCBI database. The characterisation tools separated the contigs into four distinct categories, namely putative phage encoding contigs, unclassified contigs, putative and plasmid-derived contigs. An abundance table was acquired by mapping sequencing reads from each of the extraction methods to the putatively viral contigs through Bowtie2. The abundance table then informed statistical testing using Spearman correlations, to evaluate the impact of the different extraction protocols on the composition of the virome. Reads from each extraction method were further examined by SortMeRNA v2.0 (Kopylova, Noé and Touzet 2012) to detect ribosomal DNAs, which served as indicators of microbial contamination. The computational workflow that examined the viral profile and microbial contamination levels identified the best performing extraction method, but further wet lab techniques are required to validate its effectiveness (Dugat-Bony et al. 2020).

### 3.3. Flavour

The metabolism of microbial communities in fermented foods and beverages plays an essential role in the development of flavour, a combination of aroma and taste sensations. An in-depth knowledge of the metabolic activity and network of microbial communities during fermentation is necessary to understand, at a systems level, how microbes contribute to the organoleptic properties of food.

Bioinformatic approaches can provide a systems level understanding and be employed to provide a theoretical basis for the improvement of fermentation processes without the use of detailed genome scale metabolic models (Melkonian et al. 2019), which is of particular importance for industrial applications with increasing quality requirements. Potential avenues of improvement include the selection of starter cultures, appropriate nutrients, environmental conditions and cross-contamination events with production environments, all of which can contribute to the sensory characteristics of fermented foods. The identification of such improvements depends on the ability to characterise the microbial community in question and is thus applicable to bioinformatic analysis where careful consideration into the functional characteristics of microbial strains is possible.

#### 3.3.1. Metabolic network analysis

Short-read and assembly profiling tools can be used to perform metabolic network analysis as demonstrated by Wu L-H et al. (2017). The microbial metabolic network of vinegar pei, a starter culture mixture used to produce Zhenjiang vinegar, was reconstructed using multiple bioinformatic tools, detailed below. The short-read tool MetaCV (Liu J et al. 2013) profiled the vinegar samples at the taxonomic and functional level, using the KEGG database for gene assignment. MetaVelvet assembled contigs (Afiahayati et al. 2015) were analysed using FragGeneScan (Rho et al. 2010) to detect contig bound ORFs, which were subsequently annotated by BLASTx using the Genbank, NR and KEGG databases. All genes assigned a KO term were mapped to their respective KEGG pathways by the tool KEGGmapper and assigned an EC number (Kanehisa et al. 2013). This assembly-based analysis revealed the metabolic pathways and enzymes that are potentially involved in flavour production in cereal vinegar, which were traced to contributing microbial members at the genus level by MetaCV (Wu L-H et al. 2017).

#### 3.3.2. Identification of candidate starter culture strains

Variability during fermentation prevents the production of uniform products with consistent flavour. As such, the production of many fermented foods would benefit
from the identification of an appropriate starter culture to minimise variability. Starter cultures are inoculums of selected microbial strains, which are deliberately introduced into a food matrix to ensure a more controlled fermentation process, ideally producing an homogeneous product with enhanced nutritional and sensory qualities (Liang et al. 2018; Laranjo et al. 2019). Starter cultures routinely used to produce fermented foods, such as cheese, and can influence cheese-based microbiomes and, in turn, flavour and appearance (Bertuzzi et al. 2018). Liang et al. (2018) identified potential sources of starter cultures from an assembly-based approach that examined industrially produced paocai. Paocai is a dish composed of an assortment of vegetables including cabbage, radish, long beans and peppers, all of which are fermented together in a jar with a paocai brine solution (Chen and Narbad 2018). Metagenomic reads were assembled using IDBA-UD, and ORFs were predicted and translated from the assemblies using Prodigal, followed by clustering based on sequence identity and coverage values using CD-HIT (Huang et al. 2010). Clustering was used to construct a non-redundant gene catalog from input sequences obtained in the clustering phase. The gene catalog subsequently informed searches against the NCBI non-redundant (NR) protein sequences and KEGG databases using diamond and GhostKOALA (Kanehisa et al. 2016), respectively. From this analysis the authors were able to identify the species Lactobacillus paralimentarius and Lactobacillus alimentarius in Paocai that, on the basis of their abundance and functional roles, were predicted to substantially contribute to a successful fermentation process and could potentially serve as reservoirs for selecting candidate starter culture strains (Liang et al. 2018).

Bioinformatic tools can compare functional subsystems found in metagenomes or metagenomic contigs to isolated starter cultures or potential candidates to investigate the potential of a particular isolate to be used as a starter. Illeghems et al. (2015) examined the cocoa bean fermentation process through WMGS of a single representative sample after a 30-h fermentation. Using the data generated from this analysis, they performed a sequence-based comparison of candidate starter culture strains and Genovo-assembled contigs, using EDGAR (Edgar 2004). This analysis revealed the proportion of CDs shared between the candidate starter cultures and the metagenomic contigs, as well as a description of their functional categories. Based on shared gene content, the potential contribution of candidate starter cultures to the overall fermentation process was revealed, e.g. Limosilactobacillus fermentum 222 was 82.7% identical in gene content to the collective gene content of the metagenomic contigs, highlighting its usefulness as a starter culture (Illeghems et al. 2015). Further research into the metabolic activities of computationally identified or inspected strains, and their association with flavour compounds are needed to validate their potential as starter cultures (Liang et al. 2018).

3.3.3. Assess the impact of starter cultures and fermentation parameters in microbial communities

Taxonomic and functional profiling tools can be used to study changes in taxonomic membership and gene content due to a trait/response of interest (Calle 2019). Zepeda-Mendoza et al. (2018) employed a short read based, taxonomic and functional pipeline to profile multiple microbial communities in control and strain inoculated samples of Cabernet Sauvignon wine. Profiling was performed to examine how inoculated strains of Oenococcus oeni and Brettanomyces bruxellensis interact with microbial communities and thus effect the flavour of Cabernet Sauvignon wine. Taxonomic profiling was performed using MG mapper (Petersen et al. 2017). The functional annotation workflow included contig assembly using IDBA-UD, gene prediction by Prodigal, and KO (KEGG Orthology) assignment through a translated homology search against the KEGG database using BLASTx. Univariate differential abundance testing using pairwise fisher exact tests, highlighted taxa, KO terms and their associated KEGG pathways inferred to be differentially abundant in the strain inoculated samples compared to spontaneously fermented control samples (Zepeda-Mendoza et al. 2018).

Bioinformatic approaches can also be employed to detect how additional factors such as raw ingredients, e.g. herbs and spices and manufacturing conditions, influence the microbial communities and its metabolic activities during fermentation and in turn, the organoleptic properties of the fermented product. Bertuzzi et al. (2018) profiled microbial communities associated with surface ripened cheese and their corresponding smear cultures using a previously described pipeline. Through this bioinformatic analysis they observed a correlation between salting the surface of ripening cheese and the increased relative abundance of osmotic stress resistance and the osmoprotectant-related gene families (Bertuzzi et al. 2018). Link the volatilome profile to contributing taxa and metabolic pathways

Despite the capacity to determine differentially abundant metabolic pathways in fermented foods, it is
often unclear which metabolic pathways generate the appropriate volatile organic compounds in the necessary quantity for a successful fermentation process. Bioinformatic profiling coupled with metabolomics can be used to reveal links between meta pathways and fermentation-based volatilomes to detect formation pathways that may be preferentially used and their microbial contributors (Illeghems et al. 2015). Li Z et al. (2018) employed a combination of metagenomic and microbial contributors that may be preferentially used and their microbial contributors to examine interactions between microbial communities and flavour production in Pu-erh tea. The metabolomic workflow involved volatile organic compounds (VOCs) identification by headspace (HS) solid phase microextraction (SPME) and subsequent analysis by gas chromatography mass spectrometry (GC-MS). VOCs represent a group of evaporated carbon based chemicals emitted from products or processes. Examples of VOCs include aldehydes, ketones, acids, benzene derivatives and hydrocarbons. The metabolomic analysis detected five dominant flavours in the fermentation process of Pu-erh tea, namely methoxy phenolic compounds, theabrownin, alcohol and caravone. The Pu-erh tea microbe was further examined using metagenomics. An assembly-based approach was taken to characterise the microbial community. Sequence reads were assembled using Soapdenovo (Luo et al. 2012) and the resulting assemblies were subjected to gene prediction and annotation using MetaGeneMark and DIAMOND, respectively. DIAMOND performed multiple translated searches against the NR, KEGG, eggNOG and CAZy databases. This multi-omic approach allowed for a detailed understanding of the factors associated with the biosynthesis of methoxy-phenolic compounds; these included genes, enzymes (methyltransferase) and their taxonomic affiliations inferred from detected protein families. In addition to identification, this workflow also monitored the contribution of the identified microorganisms at the genus level to community production of methyltransferase during fermentation by recalculation of their relative abundance using the total sum abundance of the enzyme at two distinct timepoints. The biological interactions involved in the production of the 4 other dominant compounds were also examined in this manner, which revealed similar results, extending the knowledge into metabolic pathways that contribute to the dominant flavours of Pu-erh tea (Li Z et al. 2018).

This method can be further applied to strain level analysis. Ferrocino et al. (2018) computationally profiled the microbial communities in both spontaneously fermented and strain inoculated samples of Salame Felino, a type of Italian cured pork sausage. Computational profiling was achieved through taxonomic classification by MetaPhlAn2 and a multistage assembly approach. Reads were assembled using Velvet, followed by gene prediction via MetaGeneMark. Subsequently genes were clustered through Usearch (Edgar 2010) based on sequence identity and alignment length criteria, creating a gene catalogue. The gene catalogue was annotated by querying its content against the NCBI-NR database using mBLASTX. Lastly, meta pathway analysis was performed using MEGAN, which assigned the identified genes to KEGG pathways. VOCs generated during the fermentation process were examined using metabolomics, which involved VOC extraction using HS SPME and analysis by GC/MS. Similarly to Zepeda-Mendoza et al. (2018), the bioinformatic pipeline used by Ferrocino et al. (2018), coupled with statistical analysis (Spearman’s rank-order correlation), revealed differences in gene content and metapathways between the Salame samples examined, which, in combination with metabolomics data, could be further linked to expressed volatile compounds. For example, bioinformatic profiling reported a higher abundance of KEGG genes encoding acetate kinase and butanediol dehydrogenase in the strain inoculated samples that correlated with elevated levels of acetic acid and reduced product acceptance. A higher concentration of acetic acid may have contributed to their inferior sensory properties compared to control samples reported during a liking test. Similarly, other sources have reported less fragrant products when employing starter cultures in the fermentation process (Sulaiman et al. 2014). Such results highlight the application of this bioinformatic approach in assessing the potential impact of strains on fermentation mechanisms, which contribute to flavour production (Ferrocino et al. 2018).

3.4. Food safety and quality

Foodborne illness can result in sickness and death, the full impact of which cannot be quantified due to limitations in surveillance methods (World Health Organisation 2017). There is an associated need for swift and accurate techniques for the detection of foodborne pathogens and spoilage microorganisms. Metagenomic tools can identify pathogenic or spoilage-causing microorganisms, which can be further examined computationally to reveal insights of relevance to food safety. For example, such tools can monitor changes in the diversity or proportion of undesirable microbes in food to anticipate food borne diseases and or microbial spoilage (Ercolini et al. 2011; Kable et al. 2016). In terms of exploratory potential, several short read and assembly based
bioinformatic tools can detect and trace foodborne pathogens to the strain level (Stasiewicz et al. 2015; Scholz et al. 2016; Truong et al. 2017).

### 3.4.1. Detection of pathogens other abiotic factors of relevance to food safety

Several short read bioinformatic tools were employed in a proof-of-concept study to demonstrate that metagenomic shotgun sequencing can detect pathogenic strains in the dairy product nunu. Initially, metagenomic data was taxonomically profiled using MethPhlAn2, revealing that the majority of samples were dominated by the potentially pathogenic species *Streptococcus infantarius*. It was with some concern that the presence of the species *Escherichia coli* and *Klebsiella pneumoniae* was also detected at varying abundances across the samples. Three short-read bioinformatic tools, MetaMLST (Zolfo et al. 2017), PanPhlAn, and StrainPhlAn were used to detect strains of *E. coli* and *K. pneumoniae* present in 10 nunu samples. StrainPhlAn detected several *E. coli* and *K. pneumoniae* marker genes while MetaMLST found an *E. coli* strain in one sample and *K. pneumoniae* strains in seven samples. PanPhlAn identified *E. coli* strains in two nunu samples and several *K. pneumoniae* strains (Walsh et al. 2017). *E. coli* and *K. pneumoniae* specific marker genes detected by StrainPhlAn were aligned against *E. coli* and *K. pneumoniae* reference genomes, respectively, and the outputs were visualised as phylogenetic trees created using GraPhlAn (Asnicar et al. 2015). Phylogenetic analysis reveal that an *E. coli* strain detected in one of the nunu samples was closely related to the outbreak associated strain *E. coli* O139:H28 E24377A and shared the same ShET2 enterotoxin-encoding gene. Two *K. pneumoniae* strains showed antibiotic resistance properties and were closely related to *K. pneumoniae* KpQ3, another outbreak associated strain (Walsh et al. 2017).

Other abiotic factors of relevance to food safety include food production practices and food processing environments, which potentially introduce opportunistic microorganisms to food and can contribute to the development of AR (Oniciuc et al. 2019). Alexa et al. 2020 employed functional metagenomics to inspect a cheese production chain using a representative recombinant library to identify potential sources of pathogens, ARGs and virulence factors. The library consisted of cloned DNA fragments obtained from cheese production facilities, as well as raw cheese and milk samples. Recombinant clones (9216) were randomly selected from each sample category and sequenced using a Nextseq 500. Filtered paired-end reads were taxonomically profiled by Kraken2 revealing phylum and species level profiles, interestingly the production environment displayed the highest microbial diversity of all tested samples, containing multiple species of low abundance. Functional annotation involved two alignment methods used specifically to examine the AR potential of the sample. Bowtie2 was used to align reads against the MEGARes database (Lakin et al. 2016) to detect ARGs. BLASTx was employ to detect any gene with quorum quenching activity by performing a translated search against a custom built protein database, detailing all enzymes recorded by LaSarre and Federle (2013) to inhibit quorum sensing. Detected ARGs were characterised into nine categories, and separated by sample type, which upon comparison displayed a similar resistome profile between samples. A limited number of ARGs could be assigned to their species of origin (11%), but highlighted the potential of *E. coli* and *Lactococcus lactis* as reservoirs for multi-drug resistant genes. Notably, raw cheese samples seem to contain a high fraction of *Lc. lactis* with AR potential compared to other samples. The BLASTx based annotation identified homologues to genes with predicted quorum quenching activity for example *QSDH* was reported to have the highest content of homologous genes (Alexa et al. 2020). Taxonomic profiling assigned most QQ genes to their host species or strains (72.7%) identifying members such as *Lc. lactis*, and *Stenotrophomonas* sp. LM091, which based on their gene content may help regulate the spread of AR in the dairy food chain (Alexa et al. 2020).

### 3.4.2. Profile viral predation

As noted above, viruses are known contributors to fermentation failure despite this, for many fermented foods interactions between viral and host communities are poorly described. Many well-studied fermented foods such as cheese, milk –kefir and water kefir (Figure 2 and Figure S1) lack detailed insights into viral based interactions despite extensive research efforts over the last decade (Dugat-Bony et al. 2020). Colombo et al. (2018) performed a shotgun metagenomics analysis on airborne virus-like particles (VLP) in two cheese production plants to assess their aptitude for microbial contamination, which is of relevance to cheese production given the prolonged exposure of certain cheese surfaces to air during ripening (Salazar et al. 2018). An assembly-based approach was taken involving contig assembly via MIRA and gene prediction of the assemblies using Prodigal. Predicted ORFs were subjected to a BLAST + search against a custom-built viral database. Further searches, using BLASTn, BLASTp and BLASTx were employed to compare viral and microbial data,
using the NCBI NR nucleotide and protein databases, as well as CARD. Through this analysis detected ORFs were linked to taxonomic members of viral and bacterial origin, for example ORFs mapped to Legionella pneumophila and the human Papillomavirus, raising some safety concerns. ORFs were further assigned to AR categories based on gene function and antibiotic drug targets. The frequency of ARGs genes was calculated by dividing the representative ARG-related ORFs by the total ORFs content detected. Viral taxonomy was assessed to determine potential interactions with bacteria at the genus level, highlighting that the virome can target both fermenting and non-fermenting bacteria. Interactions were quantified using the same ORF based method employed to determine the frequency of antibiotic resistant genes (Colombo et al. 2018).

3.4.3. Profile the bioprotective potential of fermented foods

Bioinformatic tools can reveal functionalities in fermented foods, some of which have a protective effect against spoilage and disease. Features include the occurrence of CRISPR elements, the production of bacteriocins and other antimicrobials, highlighting the bioprotective potential of some foods. (Illeghems et al. 2015) detected such functions in a spontaneous cocoa bean fermentation process using the following computational workflow. Metagenomic data representing the fermentation process was assembled using Newbler, CABOG (Miller et al. 2008), Genovo (Laserson et al. 2011) and CAMERA. Notably Genova had the best performance statistics in terms of contig length, abundance and predicted functional genes as determined through the gene finding tools Glimmer (Delcher et al. 1999), GeneMarks and Augustus. Genovo-assembled contigs were selected for further annotation through GenDB. GenDB detected five bacteriocin encoding genes, six CRISPR elements and reported minimal evidence for the presence of antibiotic resistant genes (Illeghems et al. 2015).

3.5. Health benefits

Foods with added benefits beyond their nutritional value that possibly contribute to overall health and wellbeing are referred to as functional foods, with many fermented foods falling under this category. The market value of fermented functional foods continues to increase annually, achieving its most rapid growth in recent years (Behera et al. 2018; Shahbandeh 2019). Despite this growth, the further development and marketing of fermented functional foods may be limited by a lack of sufficient research to provide the evidence base required for robust health or functional claims.

To date, numerous studies have examined the health promoting properties of fermented food, with yogurt being examined most extensively (Taylor et al. 2020). Such studies offer interesting insights into the effects of fermented foods, but often fail to elucidate the mechanisms driving such effects. Metagenomics can be used to profile the gene and metabolic content of microbial communities to provide further evidence of the features driving any observed changes attributed to fermented foods.

3.5.1. Identification of putative health associated genes

Bioinformatic applications can be used to provide insights into the effects of fermented foods on human health. For example, fermenting microorganisms can be computationally assessed for the presence or absence of putative health promoting genes (Leech et al. 2020). Leech et al. 2020 investigated the microbial component of 58 diverse fermented foods and non-fermented milk samples using shotgun metagenomics. BAGEL (de Jong et al. 2006) compared Prodigal predicted genes to the BAGEL4 bacteriocin database to identify potential bacteriocin producing genes. Only four fermented food samples completely lacked gene clusters associated with bacteriocin production, with 55 putative bacteriocin-encoding gene clusters detected. Additional putative health-promoting genes were detected from UniRef gene clusters obtained through HUMAnN2 using a list of search terms. Health associated genes were detected and grouped into three categories; host colonisation, intestinal survival and host modulation with a notable difference in the number of detected colonisation genes in the fermented samples as opposed to the unfermented samples (Leech et al. 2020). Such insights can help to predict if fermenting microorganisms contribute to the health promoting properties of fermented foods.

3.5.2. Identify and profile MAGs with health associated potential

Pasolli et al. (2020) compared MAGS derived from fermented milk products (n = 303) to those of human (n = 9445) and reference genomes, to examine the colonisation potential of lactic acid bacteria (LAB) found in dairy based fermented foods. Metagenomes were taxonomically profiled using MetaPhlAn2, and their compositions were compared to identify LAB species found in both sets of samples. Streptococcus thermophilus and Lc. lactis were the most prevalent species in the gut, and
an additional 37-foodborne species were also detected at varying prevalence. Most overlapping LAB species shared a relative abundance of <2% with a small number of exceptions. Metadata associated with the human samples were used to identify correlations between lifestyle, age and geography and the prevalence of food associated LAB. Strong correlations were detected between the three categories of metadata and the LAB species. MAGs were then reconstructed by reassembling sequencing reads using a combination of IDBA-UD and metaSPAdes and binning by MetaBat2. Reconstructed MAGs and GenBank reference genomes were integrated together and clustered into species level bins based on sequence similarity values determined using MASH. Species-level bins showed that 52.4% of fermented food MAGs clustered with species detected in the human gut. Species-level bins were further visualised via phylogenetic trees and multidimensional scaling plots. The phylogenies enabled a genomic comparison of the species detected in different samples. Notably, the phylogenetic analysis of S. thermophilus strains revealed no unique subclades between the sample types, providing evidence that gut ecosystems may acquire S. thermophilus through the diet. Other strains such as Lactobacillus delbrueckii subsp. bulgaricus and Lactobacillus delbrueckii subsp. lactis also displayed a similar pattern when phylogenetically assessed (Pasolli et al. 2020).

3.5.3. Identify taxa associated with fermented food consumption

Metagenomic analysis can assess the impact of fermented food consumption in shaping the composition of host microbiomes. A recent intervention study examined the impact of fermented food consumption on the composition of the gut microbiome (Taylor et al. 2020). Participants of the longitudinal study also took part in the American Gut Project (https://microsetta.ucsd.edu/) and were selected based on their answer to a fermented plant question from the American gut survey. Participants were separated into consumers of fermented foods and non-consumers based on their answer to the aforementioned survey (McDonald et al. 2018). A further fermented food questionnaire was given to the participants, which captured the types of food consumed over the 4-week intervention study. Foods include fermented dairy products such as kefir and yogurt, fermented grains such as miso and fermented vegetables such as sauerkraut and kimchi. Stool samples were collected from 115 participants each week for a period of four weeks. All stool samples collected were subjected to 16S rDNA sequencing and metabolomic analysis with a subset of samples derived from the same single time point chosen for shotgun sequencing. SHOGUN (Hillmann et al. 2020) was used in combination with bowtie2 for taxonomic annotations and quality filtering, NCBI RefSeq (O’Leary et al. 2016) was used as a reference database. Species level taxonomic identifications with an abundance >0.1% in at least one sample were reported in a biological Observation Matrix (BIOM) format taxa table. Firstly, a literature research was conducted to identify taxa that were commonly found in fermentation environments and could also be found in the metagenomic samples. The species Lactobacillus acidophilus, Levilactobacillus brevis, Limosilactobacillus fermentum, Lc. lactis, Leuc. mesenteroides, Lacticaseibacillus paracasei, Lactiplantibacillus plantarum and Lacticaseibacillus rhamnosus were identified as a result of the literature search and were classified as set 1. The taxa of set 1 were compared to 40 taxa that were found across all samples, referred to as set 2. The log ratio of both sets of taxa was computed for the consumer and non-consumer group using churro (Fedarko et al. 2020). Notably the consumer group had a higher log ratio of both sets of taxa compared to the non-consumer group, suggesting that the consumption of fermented foods is associated with the taxa contained in set one. To assess overall differences between the groups, differential abundance testing was performed using the statistical tool songbird (Morton et al. 2019) which ranks taxa that have changed the most between groups. The log ratio of 40 of the highest (set 5) and lowest ranked species (set 6) associated with fermented food consumption were calculated using churro, with a higher log ratio of the set 5 to set 6 displayed by the consumer group. Such analysis identified compositional differences between consumers and non-consumers of fermented foods and identifies taxa that could be potential contributing to such differences. Furthermore the metagenomics data was integrated with metabolomics data to identify occurrence patterns between the taxa associated with the consumption of fermented foods and a isomer of the putative health promoting fatty acid conjugated linoleic acid (CLA) (Taylor et al. 2020).

4. Conclusion

Distinct bioinformatic tools applied in combination can be used to profile fermentation ecosystems, allowing for a detailed understanding of complex fermentation processes and the potential roles of individual species.
in the fermentation environment (Illeghems et al. 2015; Beier et al. 2017). The assessment of microbial communities in this manner has significantly advanced our understanding of mixed populations, and the microorganism’s individual contributions to ecosystems. Metagenomic-associated methods, when applied to fermented foods, have resulted in the documentation of fermentation processes and production methods associated with many traditional foods. Such studies have shared and preserved knowledge concerning production practices, and in some cases have assessed/applied such insights to novel applications. Metabolic network analysis (see Section 3) may in the future provide insights into mechanisms needed to customise pathways, ensuring the generation of amino acids that are associated with a desirable taste while avoiding those that lead to off flavours, allowing for increased product acceptance. For example, the production of glutamic acid in a sufficient quantity to promote or enhance the umami taste of food. Despite, the insights provided by WMGS and metabolomics into flavour production, experimental validations such as, sensory analysis will be key to confirming any hypotheses generated by WMGS (Wu L-H et al. 2017).

Organisations such as the Food Safety and Inspection Service (FSIS), an agency of the United States Department of Agriculture, have recognised that sequencing-based approaches have the potential to become future microbial pathogen and spoilage detection tools (Bauer et al. 2014). Metagenomics is gathering considerable interest in such applications, and it is technologically feasible that in the future real time in situ metagenomics analysis will be possible for field research (Albrecht et al. 2020). Current limitations of metagenomics in assessing the safety of food and food processing environments include its inability to provide sufficient gene expression level data and to definitively validate all taxonomic and functional outputs as associated with pathogenic microorganisms. Metagenomics is restricted to the detection of features with homology to those previously described and included in the available databases. Such homology-based inferences are hampered by the limited number of reference pathogens in current databases, which cannot yet account for all taxa of interest (Alexa et al. 2020).

Despite this, given appropriate sequencing depth and coverage, shotgun metagenomics can provide a valuable overview of potential pathogens, virulence factors, and antimicrobial resistance genes and their source (Figure 3). Shotgun metagenomics provides a mechanistic understanding of the microbes in question furthering knowledge relating to associated pathogenic and/or spoilage processes and any additional factors that contribute to their occurrence, which can for now be used to complement culture dependent techniques (Hazards et al. 2019), until validated and certified shot-gun approaches for industry are established.

Few studies exist that have applied WMGS to assess the health-promoting aspects of fermented foods, and to our knowledge no metagenomic specific tool currently available, is designed to link taxonomic and functional outputs with biomarkers of health. The absence of health-related tools and publications is reflective of the limited mechanistic understanding of how fermented foods can promote health. A recent milk kefir review reported the findings of various animal models and in vitro studies, specifically investigating the effects of kefir consumption on cholesterol metabolism, cancer, wound healing, the immune system and the gut microbiome (Bourrie et al. 2016). While the publications discussed in the review showed promising results, few were able to provide mechanistic insights, which could be integrated with metagenomics tools and studies (Slattery et al. 2019).

Metagenomics analysis will continue to benefit from the development and improvement of tools and sequencing platforms, as the field continues to embrace the ideas and principles of computer science. One significant improvement is database expansion, with an increasing number of genomes and metagenomes sequenced each year (Figure 2), allowing for improved annotations that can scale to bigger datasets. Tools such as InStrain (Olm et al. 2021) allow for the flexible construction of customised reference databases, enabling the incorporation of genomes, with publically available and or environmental specific MAGs. Such tools would be particularly suitable for fermented foods such as milk and water kefir, where there is a notable absence in the availability of Eukaryotic reference genomes (Figure 2 and Figure S1).

Despite this positive trend, the forecast advances in computational tools will largely be accessible through command line interfaces at institutes with sufficient computational infrastructures. Future tool developers should incorporate user-friendly functionalities or preferably a graphical user interface (GUI) in their tools to facilitate the participation of laboratory oriented microbiologists (Liu Y-X et al. 2021). Concerning tool development, no single tool is available to date that encompasses all the steps required to interpret a metagenome, and gold standard methods capable of full-fledged metagenomics analyses have not yet been developed. Therefore performing bioinformatic analysis to meet a publishable scientific standard requires the
researcher to identify, install and configure bioinformatics tools that will fulfil the research requirements and construct personal scripts to ensure the outputs of the various tools align (Uritskiy et al. 2018).

Given the interest in this field as well as the developments in sequencing and bioinformatics, it is reasonable to assume that gold standard methods are on the horizon and will ensure accurate comparability between studies. In fact, the first steps have been taken towards this, with the development of MAGO (metagenome-assembled genomes orchestra) (Murovec et al. 2019), MetaWRAP (Uritskiy et al. 2018) and bioBakery workflows (Beghini et al. 2021), all of which provides a standardised automated approach for metagenomic analysis, incorporating many separate softwares into an integrated workflow. Other tools have also been developed such as Squeezemeta that, similar to MAGO, provides an integrated standardised metagenomic and metatranscriptomic workflow, which is amenable to a standard local computer (Tamames and Puente-Sánchez 2019).

In conclusion, further research is required to identify and develop gold standard methods for metagenomics analysis that will allow for accurate standardised workflows for foods, fermented or otherwise and other environments. Such workflows should incorporate all steps required in a short-read and or assembly-based approach; ensuring comparability between studies by controlling for intrinsic differences in the selection of bioinformatics tools (Sczyrba et al. 2017; Angers-Loustau et al. 2018; Couto et al. 2018; Gruening et al. 2018). Further research should begin by benchmarking the performance of tools across different biological ecosystems to assess their aptitude on the selected environment and develop new parameters to optimise performance based on use case scenarios. Such research would allow for the cataloguing of bioinformatics tools, enabling researchers to make informed decisions on their application.
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